
STAT 350 Help Session for Midterm 1 

 
Chapter 1: Introduction to Statistics 

• Three branches of Statistics 
o Data Collection: the process of gathering information 
o Descriptive Statistics: summarizing and organizing data 
o Drawing conclusions from data 

• Population (with parameters): the entire collection of individuals or objects to be considered or studied (e.g. 𝜇) 

• Sample (with statistics): a subset of the entire population (e.g.  𝑥̅ and 𝑠2) 

• Probability: assume the population model is known, and answer questions concerned with sampling 

• Inferential Statistics: use the information from the sample to answer questions concerning population 

 

Practice Exam 

 
 

Chapter 2: Data Types and Distribution Shapes (Sample level) 

• Quantitative (numerical) vs Qualitative (categorical) 

• Distribution shapes based on histogram 
o Peaks: unimodal, bimodal, multimodal 
o Symmetry: symmetric, right-skewed (positive skew), left-skewed (negative skew) 

• Location of mode, median, mean by distribution shapes 
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(Bonus) What if 𝑋 follows a Poisson/exponential distribution? 

  



Chapter 3: Descriptive Statistic (Sample level) 

• Five-number summary (𝑚𝑖𝑛𝑖𝑚𝑢𝑚, 𝑄1, 𝑀𝑒𝑑𝑖𝑎𝑛, 𝑄3 𝑚𝑎𝑥𝑖𝑚𝑢𝑚) and boxplot 

 
• Measure of central tendency: mean, median, mode 

Sample Mean:  𝑥̅ = ∑𝑥𝑖/𝑛 Sample Median:  𝑥̃ = {
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• Measure of spread: variance (standard deviation), Interquartile Range IQR, range 

Sample Variance: 𝑠2 =
∑(𝑥𝑖−𝑥̅)2

𝑛−1
      Sample Standard Deviation: 𝑠 = √𝑠2 = √

∑(𝑥𝑖−𝑥̅)2

𝑛−1
      𝐼𝑄𝑅 = 𝑄3 − 𝑄1 

 

• Appropriate measures of location and spread for given data (symmetric vs skewed) 
Use median and IQR for skewed distributions or with strong outliers (i.e., median and IQR are resistant\robust) 
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Chapter 4: Probability (Population level) 

• Set theory & Venn Diagram 
o Sample Space Ω: a set of all possible outcomes 
o Event: any set of outcomes from an experiment 
o Empty event/set ∅ or {}   

Definition Union Intersection Complement Subset 
Disjoint 

(mutually exclusive) 

Notation 𝐴 ∪ 𝐵 𝐴 ∩ 𝐵 𝐴′ or 𝐴𝑐 𝐴 ⊂ 𝐵 𝐴 ∩ 𝐵 = ∅ 

Venn 
Diagram 

   

 
 
 
 
 

 

 

• Axioms of probability 
1. For any event 𝐸 ⊆ Ω, 0 ≤ 𝑃(𝐸) ≤ 1: probability must be between 0 and 1. 

2. 𝑃(Ω) = 1: the probability of the sample space is always 1. 

3. For any event 𝐸 ⊆ Ω, 𝑃(𝐸) = ∑ 𝑃(𝜔)𝜔∈𝐸  
 

• General Probability Rules 
o General Addition Rule: 𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵) 
o Complement Rule: 𝑃(𝐴′) or 𝑃(𝐴𝑐) = 1 − 𝑃(𝐴) 
o Law of Partitions (simple case): 𝑃(𝐴) = 𝑃(𝐴 ∩ 𝐵) + 𝑃(𝐴 ∩ 𝐵𝑐) 
o Law of Total Probability (simple case): 𝑃(𝐴) = 𝑃(𝐴|𝐵)𝑃(𝐵) + 𝑃(𝐴|𝐵𝑐)𝑃(𝐵𝑐) 

o Conditional Probability: 𝑃(𝐵|𝐴) =
𝑃(𝐴∩𝐵)

𝑃(𝐴)
 

o General Multiplication Rule (simple case): 𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴|𝐵)𝑃(𝐵) = 𝑃(𝐵|𝐴)𝑃(𝐴) 
 

• Independence: let two events 𝐴 and 𝐵 are independent, then 
o 𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴) × 𝑃(𝐵) 
o 𝑃(𝐴|𝐵) = 𝑃(𝐴) 
o 𝑃(𝐵|𝐴) = 𝑃(𝐵) 

 

• Dependent Events: Bayes’ Rule – Find 𝑃(𝐴|𝐵) when 𝑃(𝐵|𝐴) is available. 

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵|𝐴)𝑃(𝐴) + 𝑃(𝐵|𝐴𝑐)𝑃(𝐴𝑐)
                                         (𝑠𝑖𝑚𝑝𝑙𝑒 𝑐𝑎𝑠𝑒) 
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Summarize the information given in the problem 
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Chapter 5: Discrete Random Variables (Population level) 

• Valid probability distribution (discrete) 
1. Each probability 𝑝𝑋(𝑥) satisfies 0 ≤ 𝑝𝑋(𝑥) ≤ 1. 
2. The sum of probabilities is one: ∑ 𝑝𝑋(𝑥) = 1.  

 

• Expectation and Variance rules 
o 𝐸[𝑋] = ∑ 𝑥 × 𝑝𝑋(𝑥)  (discrete) 
o 𝑉𝑎𝑟(𝑋) = ∑𝑥2 × 𝑝𝑋(𝑥) = 𝐸[𝑋2] − 𝐸[𝑋]2 

o 𝑠𝑑(𝑋) = √𝑉𝑎𝑟(𝑋) 

o 𝐸[𝑎𝑋 ± 𝑏𝑌] = 𝑎𝐸[𝑋] ± 𝑏𝐸[𝑌] 
o 𝑉𝑎𝑟(𝑎 ± 𝑏𝑋) = 𝑏2𝑉𝑎𝑟(𝑋) 
o When 𝑋 and 𝑌 are independent: 𝑉𝑎𝑟(𝑋 + 𝑌) = 𝑉𝑎𝑟(𝑋) + 𝑉𝑎𝑟(𝑌) 
 

• Binomial Distribution 𝑋 ∼ 𝐵𝑖𝑛(𝑛, 𝑝) 
o 𝑋: number of successes, 𝑛: total number of trials, 𝑝: probability of success 

o Pmf: 𝑝𝑋(𝑥) = 𝑃(𝑋 = 𝑥) = (
𝑛
𝑥

) 𝑝𝑥(1 − 𝑝)𝑛−𝑥 =
𝑛!

(𝑛−𝑥)!𝑥!
𝑝𝑥(1 − 𝑝)𝑛−𝑥 for 𝑥 ∈ {0, 1, ⋯ , 𝑛} 

o 𝐸[𝑋] = 𝑛𝑝, 𝑉𝑎𝑟(𝑋) = 𝑛𝑝(1 − 𝑝) 
 

• Poisson Distribution 𝑋 ∼ 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜆) 
o 𝑋: number of events occurred in a given interval, 𝜆: average number of events in a given interval 

o Pmf: 𝑝𝑋(𝑥) = 𝑃(𝑋 = 𝑥) =
𝑒−𝜆𝜆𝑥

𝑥!
 for 𝑥 ∈ {0, 1, 2, ⋯ } 

o 𝐸[𝑋] = 𝑉𝑎𝑟(𝑋) = 𝜆 
o Properties: 

▪ The rate 𝜆 is proportional to an interval of time/length/volume. 
▪ Two Poisson random variables with non-overlapping intervals are independent. 
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(Bonus) Let 𝐸[log (𝑍)] = 0.4 and 𝑉𝑎𝑟[log(𝑍)] = 0.1. Find: 

a. 𝐸[3 log(𝑍) + 5] = 

b. 𝐸[{log(𝑍)}2] = 

c. 𝐸[log(𝑍2)] = 

 

 
 

         𝑃(𝑋 ≥ 1) =  
 

 



Chapter 6: Continuous Random Variables and Probability Distributions (Population level) 

• Calculus Prerequisites 

∫ 𝑥𝑛𝑑𝑥
𝑏

𝑎

= [
1

𝑛 + 1
𝑥𝑛+1]

𝑎

𝑏

=
1

𝑛 + 1
(𝑏𝑛+1 − 𝑎𝑛+1)                    ∫ 𝑒𝑛𝑥𝑑𝑥

𝑏

𝑎

= [
1

𝑛
𝑒𝑛𝑥]

𝑎

𝑏

=
1

𝑛
(𝑒𝑛𝑏 − 𝑒𝑛𝑎) 

 
 

• General continuous random variables & Properties 
o PDF: 𝑓𝑋(𝑥) ➔ this does NOT mean 𝑃(𝑋 = 𝑥). 

▪ 𝑓𝑋(𝑥) ≥ 0: the pdf is nonnegative. 

▪ ∫ 𝑓𝑋(𝑥)𝑑𝑥
∞

−∞
= 1: the total area under the curve is one. 

▪ 𝑃(𝑋 = 𝑥) = 0 for any 𝑥 when 𝑋 is a continuous random variable. 

o CDF: 𝐹𝑋(𝑥) = 𝑃(𝑋 ≤ 𝑥) = ∫ 𝑓𝑋(𝑧)𝑑𝑧
𝑥

−∞
 

▪ Non-decreasing Function: 𝐹𝑋(𝑎) ≤ 𝐹𝑋(𝑏) when 𝑎 < 𝑏 
▪ Limiting Behavior: 𝐹𝑋(∞) = 1 and 𝐹𝑋(−∞) = 0 
▪ Probabilities: 𝑃(𝑎 < 𝑋 < 𝑏) = 𝐹𝑋(𝑏) − 𝐹𝑋(𝑎) and 𝑃(𝑋 > 𝑎) = 1 − 𝐹𝑋(𝑎) 

▪ Percentiles: (100 ∗ 𝑝)-th percentile of 𝑋 ⇔ ∫ 𝑓𝑋(𝑧)𝑑𝑧
𝑥𝑝

−∞
= 𝑝 & solve for 𝑥𝑝 

o Expectation and Variance 
▪ 𝐸[𝑋] = ∫ 𝑥 ∗ 𝑓𝑋(𝑥)𝑑𝑥 
▪ 𝑉𝑎𝑟[𝑋] = 𝐸[𝑋2] − 𝐸[𝑋]2 
▪ 𝐸[𝑔(𝑋)] = ∫ 𝑔(𝑥)𝑓𝑋(𝑥)𝑑𝑥                e.g., 𝐸[𝑋2] = ∫ 𝑥2 ∗ 𝑓𝑋(𝑥)𝑑𝑥 

 

• Normal Distribution 𝑋 ∼ 𝑁(𝜇, 𝜎) or 𝑁(𝜇, 𝜎2) 
o Empirical Rule 

 
o CDF of Standard Normal: Φ(𝑧) = 𝑃(𝑍 ≤ 𝑧) where 𝑍 ∼ 𝑁(0, 1) 

▪ Probabilities: standardize 𝑋 → represent them in Φ(⋅) → look at the table 
▪ Percentiles: find percentile in 𝑍 → convert it to the scale of 𝑋 

o Check Normality using Histogram or Normal Probability Plots (see Ch.6 slides 64-69) 
 

o Uniform Distribution 𝑋 ∼ 𝑈𝑛𝑖𝑓𝑜𝑟𝑚(𝑎, 𝑏) where 𝑎: lower limit, 𝑏: upper limit 

o 𝑓𝑋(𝑥) =
1

𝑏−𝑎
,  𝑎 ≤ 𝑥 < 𝑏 and 𝐹𝑋(𝑥) =

𝑥−𝑎

𝑏−𝑎
, 𝑎 ≤ 𝑥 < 𝑏 

o 𝐸[𝑋] =
𝑎+𝑏

2
, 𝑉𝑎𝑟(𝑋) =

(𝑏−𝑎)2

12
 

 

• Exponential Distribution 𝑋 ∼ 𝐸𝑥𝑝(𝜆) with the average of 1/𝜆 

o 𝑓𝑋(𝑥) = 𝜆𝑒−𝜆𝑥, 𝑥 ≥ 0 and 𝐹𝑋(𝑥) = 1 − 𝑒−𝜆𝑥, 𝑥 ≥ 0 

o 𝐸[𝑋] =
1

𝜆
, 𝑉𝑎𝑟(𝑋) =

1

𝜆2 
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6. Use 𝑘 = 1/32.  
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